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Abstract—This paper mainly focuses on the realization of a reduced 
order model substitute to a higher order system based on proposed 
method of Aggregation which harnesses the continued fraction 
technique. In order to investigate the efficacy of the proposed 
technique, it is compared with the V Krishnamurthy's approach on 
reduced order modeling by taking a fourth order system. 
Subsequently this fourth order system is reduced to second order 
system using both the methods. The various performance parameters 
of the reduced systems and the original system obtained from the 
graphs are compared and analyzed. It is observed that the 
performance parameters of the proposed method are more close to 
original system than by V Krishnamurthy's approach. 
 
Keywords: Model Order Reduction; Aggregation by continued 
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1. INTRODUCTION 

Design and development of model order reduction techniques 
has always remained an inquisitive topic to control engineers 
for decades largely due to its physical simplicity. The model 
order reduction problem may be defined as the problem of 
finding an easier mathematical model for a complex system. 
The basic philosophy is to preserve the important dynamic 
characteristics of the process, while certain less important 
characteristics are ignored and complexities are eliminated. 
Thus, the model order reduction can be achieved by at wo-step 
process. First step is to identify the dominant and non-
dominant subsystem of the higher order system and second 
step being the elimination of the non-dominant subsystem. 

This problem eluded the scientific world for long time 
especially when it warranted the design of low order 
controllers for high order plants. The advanced controller 
design method tends to supply controllers with order 
comparable to the plant order and therefore controllers are 
often of high order. But practical implementation of such a 
high order controller is not an easy task. Intuitive 
understanding of how the controller is functioning and actual 
implementation in a reliable manner are major tasks with a 
high order controller which necessitated for techniques of 
controller order reduction. But in order to save hardware 
resources and avoiding numerical difficulties, the design of 
higher order controller is avoided. It is found that problems of 

controller reduction are more difficult than those of model 
reduction.  

Modern technology is confronted with large scale systems 
which are large in dimension and stochastic by nature which is 
too complex to be studied without model order reduction. The 
dynamics of physical systems are generally described in terms 
of number of simultaneous linear differential equation with 
constant coefficients or in turn in the state variable form [1-3]. 
But for many processes the order of the system matrix may be 
too large to be worked in original form. In such conditions it is 
customary to study the process by approximating it to a 
simpler reduced model.  

The higher order models are generally complex. It takes lots of 
time to evaluate. Many situations we come across in daily life 
can be modeled by higher order transfer functions. But the 
evaluation of these higher order systems requires immense 
calculations. We can signify these higher order systems by 
subsequent lower order systems, such that the original system 
and the approximated models have almost identical 
characteristics and responses. The mathematical models of 
real-life processes create challenges when used in numerical 
simulations, due to large size (dimension) and complexity they 
have. Model order reduction lowers computational complexity 
of higher order systems. 

Many theories has been given to accomplish the purpose by 
estimating the dominant part of the large system and finding a 
simpler reduced form of system representation that has its 
behaviour akin to the original system. Hence model reduction 
has become a ubiquitous tool in analysis and simulation of 
dynamical system. Reduced order modelling thus is an 
important issue rather it may be used as a tool in the coming 
days in control systems. In literature, various research articles 
have been published for reducing the order of linear systems. 
Time Domain Effects of Model Order Reduction has been 
presented in [4]. A unified derivation and critical review of 
model approaches to model reduction [5] and similarly the 
cost decomposition of linear systems with application to 
model reduction is described in [6]. 
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Many modifications to the existing methods are done and 
presented. Dynamics separation of induction machine models 
and Reduction of the model order of permanent magnet 
synchronous machine are done to get a reduced order system 
which closely matches the corresponding higher order 
system[7-8].Different comparative studies and analysis is 
developed between the existing techniques of model order 
reduction [9-23]. 

In this paper we have compared two different   methods of 
model order reduction which uses Aggregation by continued 
fraction method and V Krishnamurthy's approach. The 
approaches are analyzed on the basis of Rise Time, Settling 
time, Peak time, Peak Value by considering an example where 
a higher order system is being reduced to a lower order system 
using the above methods. Then a better approach to reduced 
order modeling is being suggested.  

Organization of the paper is as follows. Section I deals with 
the introduction of this paper. Mathematical preliminaries of 
different approaches are dealt in section II. Section III 
discusses the comparative efficacy of different methods by 
taking numerical examples and section IV deals with the 
simulation results and discussion followed by conclusion in 
the last section. 

2. MATHEMATICAL PRELIMINARIES  

A. V Krishnamurthy's Approach[11,21] 
Consider higher order system of the transfer function 'H(S)' 
and it is defined as follows 

(ܵ)ܪ = ଵܾଵݏ௠ + ܾଶଵݏ௠ିଵ + ଵܾଶݏ௠ିଶ + ܾଶଶݏ௠ିଷ … … … … . .
ܽଵଵݏ௡ + ܽଶଵݏ௡ିଵ + ܽଵଶݏ௡ିଶ + ܽଶଶݏ௡ିଷ … … … … … . . 

      (1) 
Where n ≥ m 
The Routhstability array for numerator and denominator 
polynomials of H(s) are shown below in tables I and II 
respectively where q ≤ p ≤ n. Odd coefficients are in first row 
and even coefficients in second row. 

Table I  
Numerator stability Array        
                        ଵܾଵ ଵܾଶ ଵܾଷ ଵܾସ…………… 
 

ܾଶଵܾଶଶܾଶଷܾଶସ … … … …. 
                         ܾଷଵܾଷଶܾଷଷ … … … … … … .. 

                         ܾସଵܾସଶܾସଷ … … … … … …. 
 

                        ܾ௠,ଵ 
                        ܾ(௠ାଵ),ଵ 

 
 
 
 
 
 
 

Table II 

                               Denominator Stability Array 
 

ܽଵଵܽଵଶܽଵଷܽଵସ … … … … … .. 
                        ܽଶଵܽଶଶܽଶଷܽଶସ … … … …. 

                        ܽଷଵܽଷଶܽଷଷ … … … … … … .. 
                        ܽସଵܽସଶܽସଷ … … … … … …. 

 
                        ܽ௡,ଵ 

                        ܽ(௡ାଵ),ଵ 
Generalizing this, the transfer function of a system with 
reduced order k (<Sn) can simply be constructed with (m+ 2 -
k)th and (m + 3 - k)th rows of table I  and (n + 1 -k)th and (n + 
2- k)th rows of table II. 

(ݏ)௄ܪ =
ܾ(௠ାଶି௞),ଵݏ௞ିଵ + ܾ(௠ାଷି௞),ଵݏ௞ିଷ + ܾ(௠ାସି௞),ଶݏ௞ିଷ + ⋯
ܽ(௡ାଵି௞),ଵݏ௞ + ܽ(௡ାଶି௞),ଵݏ௞ିଵ + ܾ(௡ାଷି௞),ଶݏ௞ିଶ +⋯

 

(2) 

B. AGGREGATION BY CONTINUED FRACTION 
METHOD [20] 

Let the Original higher order transfer function 

(ܵ)ܪ =
ܽଶଵ + ܽଶଶݏ + ܽଶଷݏଶ + ܽଶସݏଷ … … … . ܽଶ௡ݏ௡ିଵ

ܽଵଵ + ܽଵଶݏ + ܽଵଷݏଶ + ܽଵସݏଷ … … … … ܽଶ௡ݏ௡
 

(3) 

The original system can be transformed to an aggregated form 
using a transformation matrix P, corresponding to its 
continued fraction expansion, i.e., 
ௗ௤
ௗ௧

= ݍ௥ܣ +    ௥  (4)ܤ

ݒ =   (5)  ݍ௥ܥ

Where the  ܣ௥ = system matrix of order ‘r’ (r < n) 
transformed vector q is 

ݍ =   (6)  ݔܲ

& matrix P is obtained through the modified Routh Hurwitz 
array 

a11 a12 ……….       a1n 1 
a21 a22……….         a2n 0 
a31 a32 …………   a3n1 
a41 a42 …………    a4n 0 
1                                                                                      (7) 
Subsequent rows are developed by cross multiplication 

ܽଷଵ =
ܽଵଶܽଶଵ − ܽଵଵܽଶଶ

ܽଶଵ
 

From (7) P can be abstracted 

ܲ = ቎

ܽଷଵ ܽଷଵ
0 ܽହଵ

⋯ 1
⋯ 1

⋮ ⋮
0 0

⋱ ⋮
⋯ 1

቏ (8) 
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And further steps of algorithm is as follows [21] 
 
ܪ = ܮ ,ଵିܲܣܲ =    ,ܤܲ
ܷ = , ௥ܫ] ܨ ,[0 =   ܪܷ
௥ܤ = ܭ      ,ܮܷ = ܷܲ  
௥ܥ  =    (்ܭܭ)ݒ݊݅(்ܭ)ܥ
 
Equation yields the matrices for the reduced order model. The 
aggregation matrix “K” becomes accessible as part of the 
model reduction procedure from equation .This method is very 
suitable for computational purpose and effective 

3. NUMERICAL EXAMPLE 

A. V Krishnamurthy's Approach 
 
   The system transfer function is: 
 

(ܵ)ܯ = ௦యାଵଷ௦మାସହ௦ାସଽ
௦రାଵ଻௦యା଼଻௦మାଵ଻଻௦ାଵ଴଺

 (9) 

 
Step1: Closed loop characteristics equation is 

ସݏ + ଷݏ17 + ଶݏ87 + ݏ177 + 106 
Step2: Applying routh criterion to above characteristic 
equation: 
                            Denominator Stability Array 
 

ܵସ                1                          87                             106 
ܵଷ                17                      177                                          
ܵଶ               76.58                  106                                           
ܵଵ               153.46                                                             
ܵ଴               106                                                                  

 
Step3: Using Krishnamurthy’s approach reduced order closed 
loop characteristics Equation 
 
(ݏ)௥ܥ = ଶݏ76.58 + ݏ153.48 + 106(10) 
 
Step 4: Applying routh criterion to numerator: 
 
Numerator Stability Array 

  ܵଷ                1                         45                                        
    ܵଶ               13                        49                                           

 ܵଵ               41.23                                                               
ܵ଴               49                                                                    

 
 
 
 
 

Step5: Using Krishnamurthy’s approach reduced Numerator 
௥ܰ(ݏ) = ݏ41.23 + 49 (11)            

 
Hence the reduced order transfer function is obtained from 
equation (17) and (18) 
 
(ݏ)௥ܩ = ସଵ.ଶଷ௦ାସଽ

଻଺.ହ଼௦మାଵହଷ.ସ଺௦ାଵ଴଺
 (12)           

 
B. AGGREGATION BY CONTINUED FRACTION 
METHOD 
 
The original system of (9) is of fourth order, 
 

(ܵ)ܯ =
ଷݏ + ଶݏ13 + ݏ45 + 49

ସݏ + ଷݏ17 + ଶݏ87 + ݏ177 + 106 

 
It is reduced second order model is obtained. 
Routh array is formed from numerator and denominator of the 
system  

106 177 87 17 1 
49 45 13 1  
79.65 58.87 14.83 1  
8.78 3.87 0.38   
23.76 11.38 1   
-0.33 0.01    
12.06 1    
0.03     
1     

 

ܲ = ቎
79.65 58.87
        0 23.76

14.83 1
11.38 1

0 0
0 0

12.06 1
0 1

቏ 

 
 

ܪ = ቎
−1.3308 −0.7999
 −1.3308 −4.1521 

0.0587  −0.0981
0.3107  −0.4478

 −1.3308 −4.1521   
   −1.3308  −4.1521

−1.6594 2.2024
 −1.6594 −9.8576

቏ 

 
Matrix U to obtain Second order system can be written as: 
 

U = ቂ1 0 
0 1 

0 0
0 0ቃ 

 

= ܨ  ቂ−1.3308 −0.7999
−1.3308 −4.1521

       0.0587  −0.0981
        0.3107 −0.4478 ቃ 

 
Second order reduced model is obtained as 
 

௥ܣ = ቂ−1.3308 −0.7999
−1.3308 −4.1521ቃ 
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௥ܤ = ൬
1
1
൰ 

 
௥ܥ = [0.6157   0.3631] 

 
௥ܦ = 0   

Hence the reduced order transfer function is: 
 
(ݏ)௥ܯ = ଴.ଽ଻଼଼௦ାଶ.଴଺ସଵ

௦మାହ.ସ଼ଶଽ௦ାସ.ସ଺ଵଵ
(13) 

4. SIMULATION RESULTS AND DISCUSSION 

The step response of the original system and the reduced 
system was plotted in MATLAB and the results were studied. 
Fig. 1 shows the responses of original model and second order 
reduced model obtained using V Krishnamurthy's and 
Aggregation by continued fraction method. The various 
performance parameters of the second order systems were 
tabulated in table III. 

 

Fig. 1: Step response of the original system and the reduced system 

Table III: Qualitative comparison of different systems obtained 

Graph Name Rise 
Time(s) 

Settling 
Time(s) 

Peak  
Value(s) 

PeakTime 
(s) 

Original system 1.8749 3.5443  0.4615 6.0290 
Aggregation 
ContinuedFraction  

1.8766 3.5472  0.4626 8.1862 

Krishnamurthy's         
Approach 

1.3542 3.7753 0.4744 3.0335 

5. CONCLUSION 

In this paper the realization of a reduced order model 
substitute to a higher order system based on proposed method 
of Aggregation has been carried out. Aggregation method 
harnesses the continued fraction technique. In order to 
investigate the efficacy of the proposed technique, it is 
compared with the V Krishnamurthy's approach on reduced 
order modeling by taking a fourth order system. Subsequently 

this fourth order system is reduced to second order system 
using both the methods. The various performance parameters 
of the reduced systems and the original system obtained from 
the graphs are compared and analyzed. It is observed that the 
performance parameters of the proposed method are more 
close to original system than by V Krishnamurthy's approach. 
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